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ABSTRACT

This paper describes the modeling of a micro sensae for wireless sensor network. This modelvedlo
studying the impact of hardware and software clwicgo the node autonomy. This model is used tduat@ the
best configuration of a sensor node accordingecatplication specifications and eventually to ulide to need to design
a specific element for the target application. \kke @esenting the model of micro sensor node aedygrmodel in order
to verify the various aspects of minimizing the gyeconsumption of sensor nodes according to apijiic. We evaluated

MAC and routing protocol in terms of all energy aaeter.
KEYWORDS: Energy Model, Micro Sensor Nod@pwer Constraint, Wireless
INTRODUCTION

A sensor network is composed of a large numbeseofor nodes that are densely deployed eithereirtbigl
phenomenon or very close to it. The position ossemodes need not be engineered or predetermiihedallows random
deployment in inaccessible terrains or disasteefreperations. On the other hand, this also mehatssensor network
protocols and algorithms must possess self orgamizapabilities. Another unique feature of sensetworks is the
cooperative effort of sensor nodes. Sensor nodediteed with an onboard processor. Instead of senthe raw data to
the nodes responsible for the fusion, they user thigicessing abilities to locally carry out simplemputations and

transmit only the required amrtially processed data.
SENSOR NETWORKS COMMUNICATION ARCHITECTURE

The sensor nodes are usually scattered in a sBekbas shown in Figure 1. Each of these scattsesidor nodes
has the capabilities to collect dadad route data back to the sink. Data are robteck to the sink by a multi hop

infrastructure lesarchitecture through the sink as shown in Figure 1.
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Figure 1. Sensor Nodes Scattered in a Sensor Field
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The sink may communicate with the task manageer@Internet or satellite. The design of sensor network
as described by Figure 1 is influendeg many factors, including fault tolerancalability, production costs, operating

environmentsensor network topology, hardware constraitnggsmission media, and power consumption.
DESIGN FACTORS

The design factors are addressed by many resesrahesurveyed in this article. However, none ebéhstudies
has a fully integrated view of all the factors dniy the design of sensor networks and sensor nddesse factors are
important because they serve as a guideline togdesi protocol or an algorithm for sensor netwotdks.addition,

these influencing factors can be used to compdfereint schemes.
Hardware Constraints

A sensor node is made up of four basic componestshown in Figure 2: sensing unit, a processing unit,
atransceiver unit, and apower unit. They may also have additional application-depahdemponents such adacation
finding system, power generator, and mobilize. Sensing units are usually composédwo subunits: sensors and
analog-to-digital converters (ADCs). The analognaig produced by the sensors based on the obsphestbmenon are
converted to digital signals by the ADC, and thed into the processing unit. The processing unfiickvis generally
associated with a small storage unit, managesrtieedures that make the sensor node collaboratethétother nodes to
carry out the assigned sensing tasks. A transceingrconnects the node to the network. One ofrtiost important
components of a sensor node is the power unit. Paniés may be supported by power scavenging guith as solar
cells. There are also other subunits that are egin-dependent. Most of the sensor network rgutathniques and
sensing tasks require knowledge of location witphhaccuracy. Thus, it is common that a sensor fmadea location
finding system. A mobilizer may sometimes be neddethove sensor nodes when it is required to aamtythe assigned
tasks. All of these subunits may need to fit intma@tchbox-sized module. The required size may balsnthan even a
cubic centimeter, which is light enough to remaisended in the air. Apart from size, there areesother stringent
constraints for sensor nodes. These nodes musumengxtremely low power, operate in high volumetignsities,

and have low production cost, be dispensable atmhamous, operate unattended, and be adaptive tenvironment.
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Figure 2: The Components of Sensor Node
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Transmission Media

In a multi hop sensor network, communicating naateslinked by a wireless medium. These links cafobmed
by radio, infrared, or optical media. To enablebglooperation of these networks, the chosen tresgon medium must
be available worldwide. Much of the current hardsvior sensor nodes is based on RF circuit desiga. AMPS wireless
sensor node described in uses a Bluetooth-compa®illl GHz transceiver with an integrated frequesgythesizer.
The low-power sensor device described in uses glesthannel RF transceiver operating at 916 MHz \tfieeless
Integrated Network Sensof8VINS) architecture also uses radio links for comination. Another possible mode of
internodes communication in sensor networks is tifyafred. Infrared communication is license-free aonbust to
interference from electrical devices. Infrared-ltageansceivers are cheaper and easier to buildth&nadnteresting
development is that of the Smart Dust mote, whichn autonomous sensing, computing, and commumiicayistem that

uses the optical medium for transmission. Bothairgfd and optical require a line of sight betweensgnder and receiver.
Power Consumption

The wireless sensor node, being a microelectrdeidce, can only be equipped with a limited poweurse
(< 0.5 Ah, 1.2 V). In some application scenariceplenishment of power resources might be impossibémsor node
lifetime, therefore, shows a strong dependenceattety lifetime. In a multi hop ad hoc sensor netwe@ach node plays
the dual role of data originator and data routdre Tnalfunctioning of a few nodes can cause sigmifidopological
changes and might require rerouting of packetsrantganization of the network. Hence, power coreg@a and power
management take on additional importance. It igHese reasons that researchers are currentlyifigcas the design of
power-aware protocols and algorithms for sensowoids. The main task of a sensor node in a sermslor is to detect
events, perform quick local data processing, amah tihansmit the data. Power consumption can heacediided into

three domains: Sensing, communication, and datepsing.
Energy Module for Micro Sensor Node

As demonstrated in the literature?7, it is necgssarmaintain sensor node switched-off as long @ssible in
order to increase the node autonomy. A node is osagb of sensors, analog to digital converters (Ap@)cessing unit,
memory, RF transceiver and battery. The total gndigsipated by the sensor node could be expresséide sum of the

energy dissipated by each element:
Enode = Esensor + EADC + EpC + Etrans + Erec (1)

The energy dissipated by an element depends statis: active or idle. First, the energy dissipdtedhe sensor

is expressed as follow:
Esensor =Pon_sensol(t_stabilization+tmeasure)+Poff_sensor(Tcycle—(t_stabilization+tmeasure)) (2)

Where t_stabilization corresponds to the stalibimatime of the sensor and t_measure to the duradf the
sensing phase which depends on the number of neetisuealize and on the ADC conversion time8. Tleyefines the
periodicity of the micro sensor node activity. Mover, during the sensing phase, ADC converts semsasures from

analogical to digital data. The energy consumethbyADC in on state is defined as:

Eon_=Pon_ (e—up_ADC + tmeasure) @)
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After the sensing phase, the microcontroller coptdceed to data processing, formatting and coding
accordance with the application and communicatiarigeols. The energy dissipated during the datagssing phase is
expressed as:

E data proces = (t/ISuC) Pon_pC (4)

Where Nsoft indicates the number of instruction pgcle according to the embedded software an@ B the
microcontroller speed.

After that, transmit data depends on the goahefédpplication. In fact, in some cases, it is gmedio aggregate
several measurements before sending data. In afipications, data is sent only when an event isaed. Moreover,
in several cases, a receiver is needed to relay fiatn another node, to treat an acknowledgemerat station base

request. The energy consumption of the transmnattdrreceiver in on state is defined as:
Eon_trans = (twake — up_trans + (Nbits_trans /Dinst)) Pon_trans

and
Eon_ = (_delay + (Nbits_rec | D_inst)) Pon_rec (5)

Where Nbits_trans and Nbits_rec are respectiviedy number of bits to transmit or to receive. Diissthe
instantaneous data rate. tdelay corresponds tdedlay between the end of the transmission andebeption of the first
data bit.

Finally, concerning the microcontroller, its ot energy consumption is expressed as follow:
Eon_pC = Pon_pC (_wake—up_uC + ton_sensor + (Nsoft/ SuC) + ton_trans + ton_rec) (6)

As demonstrated by (6), the on state time of tieranontroller depends on the other element. I, the role of

the microcontroller is to manage the different gpiag modes of the node: measure, process, traasihiteceive.
MEDIUM ACCESS CONTROL

The MAC protocol in a wireless multi hop self ongi|ang sensor network must achieve two goals. Tis¢ i6 the
creation of the network infrastructure. Since tleous of sensor nodes are densely scattered insarsiegld, the MAC
scheme must establish communication links for degasfer. This forms the basic infrastructure neefte wireless
communication hop by hop and gives the sensor n&twelf-organizing ability. The second objectivetdsfairly and

efficiently share communication resources betwessar nodes.
THE NS_2 SOFTWARE

In the network research area, it is very costlydaploy a complete test bed containing multiplewoeked
computers, routers and data links to validate aewdfy a certain network protocol or a specific neth algorithm.
The network simulators in these circumstances savdot of money and time in accomplishing this task.
Network simulators are also particularly usefulifowing the network designers to test new netwagkprotocols or to
change the existing protocols in a controlled amtoducible manner.
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Network simulators are used by people from diffier@reas such as academic researchers, indusxialogers,
and Quality Assurance (QA) to design, simulatejfyeand analyze the performance of different netsoprotocols.
They can also be used to evaluate the effect adiifferent parameters on the protocols being stid&enerally a network
simulator will comprise of a wide range of netwarditechnologies and protocols and help users ttd lmdamplex
networks from basic building blocks like clustefsnodes and links. With their help, one can desigferent network
topologies using various types of nodes such ashests, hubs, network bridges, routers, opticaéf-layer devices,

and mobile units.
SENSOR NETWORK APPLICATION

Although computer-based instrumentation has exidte a long time, the density of instrumentatiomda
possible by a shift to mass-produced intelligensses and the use of pervasive networking techyajpges WSNs a new

kind of scope that can be applied to a wide rarigeses. These can be roughly differentiated into
» Monitoring space,
*  Monitoring things, and
* Monitoring the interactions of things with each

Other and the encompassing space. The first aategcudes environmental and habitat monitoringggision
agriculture, indoor climate control, surveillanteaty verification, and intelligent alarms. Themead includes structural
monitoring, ecophysiology, condition-based equipmeraintenance, medical diagnostics, and urban itemapping.
The most dramatic applications involve monitorimgnplex interactions, including wildlife habitatdsaster management,

emergency response, ubiquitous computing envirotsnasset tracking, healthcare, and manufacturioggss flow.

RESULTS

As per the discussions, here we are presentingethdt obtained from simulation work done ovelireated
MAC protocol and Routing protocol. As scenariosserged, we have recorded the metrics such as avenagygy

consumption, total energy consumption and residnatgy consumption for MAC protocol and Routingtpool

Below is the comparative analysis graph basedractipal readings.
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Figure 3: Average Energy Consumption
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Figure 4: Total Energy Consumed
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Figure 5: Residual Energy
CONCLUSIONS

Here we have concluded that the developed modmislstudying the impact of the hardware and safwa
choice into the node autonomy. It could be use@ualuate the best configuration of a sensor noderdmg to the
application specifications and eventually to underithe need to design a specific element for #iget application.
The flexibility, fault tolerance, high sensing flidg, low cost, and rapid deployment characterstof sensor networks
create many new and exciting application areasefiorote sensing. In the future, this wide rangepgfiaation areas will
make sensor networks an integral part of our liteswvever, realization of sensor networks needsitisfy the constraints
introduced by factors such as fault tolerance, adilitly, cost, hardware, topology change, environthend power
consumption. Since these constraints are highitygant and specific for sensor networks, new wiglad hoc networking

techniques are required.
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